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AI/ML is a class of computational tools with 
tremendous potential across HEP applications


• Experiment


• Data analysis 


• Theory 


i.e., HEP uses span beyond big-data applications

AI/ML impacts all facets of HEP

Formal theory  
incl. string/gravity


First-principles theory  
incl. lattice field theory


Particle pheno  
and cosmology


Data analysis

Analytic

Empirical

AI/ML in HEP theory

AI/ML is already integral in applications across 
HEP, many still in early stages.


Now is the crucial time to develop infrastructure 
and frameworks to enable maximal exploitation 



The landscape of AI/ML is rapidly changing
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• Industry now leads the way in large AI models


• Large, general (foundation) models are not 
necessarily something we should (or can afford to) 
aspire to create as an academic community


• Enabling scale is critical, but the race to exploit 
large models isn’t the only frontier for HEP: 
Applications are structured, with significant 
domain expertise/info to exploit, incl. symmetries, 
invariances, conservation laws, limits… 

Predictability and Surprise in Large Generative Models FAccT ’22, June 21–24, 2022, Seoul, Republic of Korea

Fig. 7 (Le�) The amount of compute required by major AI projects over time is increasing exponentially for both academic (blue)
and industrial (orange) projects. (Right) The proportion of computationally-intensive AI results from academia is steadily decreasing.
(The blue curve represents a Lowess fit to the data.)

4 INTERVENTIONS TO ENCOURAGE BENEFICIAL DEPLOYMENTS

Based on the distinguishing features of large generative models that we outline in Section 2, and the various motivations
for model development and deployment that we discuss in Section 3, we believe that large generative models will
increasingly be developed and deployed despite their potential for harm. Here, we outline possible technical and policy
interventions (along with corresponding implementation paths) that can increase the chance of these models being
developed and deployed in positive ways. For each intervention, we refer to the literature concerning related e�orts.
Furthermore, we provide a concrete implementation path for each intervention along with possible caveats.

Reduce compute asymmetries between the private sector and academia. As shown in section 3.3, private sector orga-
nizations are the primary developers and deployers of large generative models. This means that other actors, such
as academic and government ones, are less well-placed to understand the distinguishing technical features of these
models, and are therefore less equipped to research the problems inherent to them. As outlined in Section 3.2, the
main constraints here are the �nancial and engineering resources for model training - therefore, we should create
experimental infrastructure16 to make it easier for a larger scienti�c community to analyze these models. To support
and e�ectively utilize such infrastructure, academic and government organizations will also need to �nd ways to make
the necessary �nancial and structural investments to be able to hire and retain technical talent that may otherwise
go to industry. This is important because academic and public sector motivations may stem more from the pursuit of
knowledge rather than pro�t, and can draw on more varied expertise than the private sector for analyzing and exploring
large generative models.17 Although large models are resource-intensive, they are actually much less expensive than
academic ‘Big Science’ projects in some other �elds. For instance, the Large Hadron Collider cost $5 billion to build
[47], the International Thermonuclear Experiment Reactor is projected to cost between $10 and $15 billion18, the
Square Kilometre Array is projected to cost around $1 billion [15], and the Long-Baseline Neutrino Facility and Deep
Underground Neutrino Experiment are anticipated to cost $2.4 billion [77]. By comparison, training frontier generative

16We do not distinguish between public or private (cloud) infrastructure. Some have raised concerns regarding how speci�c choices here may centralize
power in di�erent ways [42]. Governments will need to examine how usable these di�erent infrastructures are, and the long-term rami�cations of
empowering particular infrastructure providers.
17It is worth noting that by increasing the amount of actors with access to non-trivial compute, it’s possible to increase some risks with regard to safe
development and deployment of models, especially those that stem from a need to coordinate among di�erent developers. However, this risk likely
does not add signi�cantly to the existing risk landscape, given that economic incentives for model development are leading to a proliferation of model
developers in industry — academics have much less of an incentive to commercially deploy their models. On balance, therefore, it seems helpful to give
academia more resources to help it serve as a counter-weight to industry.
18https://www.iter.org/FAQ
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The development of HEP-specific AI/ML requires targeted investment and support



HEP as consumers and developers of AI/ML
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Exploitation

• Exploit general AI/ML developments at 
different levels


• Build on large general models


• Adapt AI/ML tools developed outside 
HEP to HEP problems


• Knowledge transfer into HEP

• HEP-specific AI/ML designed for HEP-
specific applications


• Rapidly advancing as our community 
gains AI/ML literacy


• Requires “bilingual” workforce


• Knowledge transfer out of HEP

Innovation

Both exploitation and innovation in AI/ML will push HEP science forward



5

• Advances to be made at every level of complexity and scale 
Complexity:   Existing tools                           Custom approaches 

Scale:              Laptop                                     Exascale hardware


• Many applications are in an early phase of development


• We have not yet explored the full space of possibilities: new paradigms certainly still 
to come in next decade


Applications across industry and HEP theory and experiment share some challenges but 
offer unique demands and opportunities 


HEP as consumers and developers of AI/ML
Long-term planning must cover extremes of scope and scale and adapt over time



HEP-inspired AI/ML can have broad impact

Theory case study: Lattice QCD


Numerical first-principles approach to non-
perturbative QCD calculations

R. Van de Water Lattice QCD for precision particle physics

QCD is everywhere

muon-nucleus 
cross sections 

neutrino-nucleus 
cross-sections Parton distribution functions

dark-matter-nucleus 
cross sections 

hadronic vacuum 
polarization &

light-by-light scattering
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Reliable theoretical predictions are needed on same time scale as 
measurements with commensurate uncertainties

35

Decay constants, form factors,
& mixing parameters
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Decay constants, form factors,
& mixing parameters

Decay constants, form factors, 
mixing parameters


Hadronic vacuum polarisation 
and light-by-light scattering


Neutrino-nucleus interactions


Dark matter-nucleon and DM-
nucleus interactions


Muon-nucleus cross-sections


Parton distribution functions


Lattice QCD provides input for 

Long history of HEP driving innovation leading to interdisciplinary advances!



HEP-inspired AI/ML can have broad impact

Theory case study: Lattice QCD


Numerical first-principles approach to non-
perturbative QCD calculations


• Hamiltonian/Hybrid Monte Carlo (1980s)


• QCDOC ➡ Blue Gene supercomputers (2000s)


• Symmetry-equivariant ML sampling (2020s)


Same potential for technology transfer of future  
HEP-driven advancements in AI/ML!

Long history of HEP driving innovation leading to interdisciplinary advances!
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• Markov-chain Monte Carlo sampling 
approach based on Hamiltonian 
dynamics


• Now a widely-used workhorse 
algorithm for high-dimensional 
sampling problems


• Applications across computational 
physics, chemistry, statistics (including 
ML) 



HEP-inspired AI/ML can have broad impact

Theory case study: Lattice QCD


Numerical first-principles approach to non-
perturbative QCD calculations


• Hamiltonian/Hybrid Monte Carlo (1980s)


• QCDOC ➡ Blue Gene supercomputers (2000s)


• Symmetry-equivariant ML sampling (2020s)


Same potential for technology transfer of future  
HEP-driven advancements in AI/ML!

Long history of HEP driving innovation leading to interdisciplinary advances!

• Universities/lab/industry (IBM) 
collaboration developed massively 
parallel architecture “QCD on a chip 
(QCDOC)” with small footprint and 
power efficiency that revolutionised HPC


• Pre-cursor of successful Blue Gene/L


• Enabled breakthrough applications in 
diverse areas e.g., tissue-level cardiac 
models

[IBM Cardioid Cardiac 
Modeling Project]



Cost per independent sample 4

FIG. 3. Left: estimates of average Wilson loops hW`⇥`i mea-
sured on the finest ensemble studied here (� = 7). Right:
estimates of topological susceptibility measured on the three
finest ensembles studied here (� = 5, 6, 7). All values are plot-
ted as ratios to the exact results. The flow-based estimates
are consistent with the exact values, while the HMC and Heat
Bath estimates have larger uncertainties and also significantly
deviate from the exact values in some cases.

To investigate critical slowing down, we studied the
theory at a fixed lattice size, L = 16, using seven choices
of the parameter � = {1, 2, 3, 4, 5, 6, 7}; the theory ap-
proaches the continuum limit as � ! 1. For each pa-
rameter choice, we trained gauge invariant flow-based
models using a uniform prior distribution and a composi-
tion of 24 gauge-equivariant coupling layers. The kernels
h were chosen to be mixtures of Non-Compact Projec-
tions [63], which are suitable for U(1) group elements;
in particular, we used 6 components for each mixture
and parameterized each transformation with a convolu-
tional neural network. The model architecture was held
fixed across all choices of �, ensuring identical cost to
draw samples for each parameter choice. To train the
models, we minimized the Kullback-Leibler divergence
between the model density q(U) and the target density
e�S(U)/Z. Training was halted when the loss function
reached a plateau. For this proof-of-principle study, we
did not perform extensive optimization over the variable
splitting pattern, neural network architecture, or train-
ing hyperparameters, and it is likely that better models
can be trained.

After training, the flow-based models were used to gen-
erate proposals for a Metropolis independence Markov
chain [25], producing ensembles of 100, 000 samples each.
For comparison, ensembles of identical size were pro-
duced using the HMC and Heat Bath algorithms. For
all choices of �, we fixed the HMC trajectory length to
achieve > 80% acceptance rate when using a leapfrog in-
tegrator with 5 steps. Each HB step was defined as one
sweep, i.e. a single update of every link. To within 10%,
the computational cost per HMC trajectory was equal
to the cost per proposal from the flow-based model in
a single-threaded CPU environment, while the cost per
Heat Bath step was half that of HMC or flow.

Using samples from a flow-based model as proposals
within a Markov chain ensures unbiased estimates after

1 2 3 4 5 6 7

�
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Flow

FIG. 4. Integrated autocorrelation time for the topological
charge, ⌧ int

Q , measured on ensembles of 16 ⇥ 16 lattices gen-
erated using HMC, Heat Bath, and the flow-based algorithm.
Ten replicas of each ensemble were used to estimate errors,
which are smaller than the plot markers for most points.

thermalization; at the finite ensemble size used here, all
observables were found to agree with analytical results
within statistical uncertainties. Of the observables we
studied, local quantities like powers of plaquettes and
expectation values of small Wilson loops were estimated
more precisely by HMC and HB than with the flow-based
algorithm. However, Fig. 3 shows that for observables
with larger extent such as W`⇥` with ` � 4, and par-
ticularly for �Q, large autocorrelations in the HMC and
HB samples result in estimates that deviate from the ex-
act values and have lower precision than the flow-based
estimates.

For Markov chain methods, the characteristic length of
autocorrelations for an observable O can be defined by
the integrated autocorrelation time ⌧ int

O
[69]. Fig. 4 com-

pares ⌧ int
Q for HMC and HB to that in the flow-based al-

gorithm as an indicator of how well the three methods ex-
plore the distribution of topological charge. For all three
methods, ⌧ int

Q grows as � is increased towards the con-
tinuum limit. However, this problem is far less severe for
the flow-based algorithm than for HMC or HB. For exam-
ple, the autocorrelation time in the flow-based algorithm
is approximately 10 at the largest value of �, whereas
⌧ int
Q ⇡ 4000 for HB and ⌧ int

Q ⇡ 15000 for HMC. Account-
ing for the relative cost per step of each Markov chain,
the flow-based Metropolis sampler is therefore roughly
1500 times more e�cient than HMC and 200 times more
e�cient than Heat Bath in determining topological quan-
tities. A promising possibility for further development is
mixing flow-based Markov chain steps with HMC tra-
jectories or Heat Bath sweeps to gain the benefits of
standard Markov chain steps for local observables and
of the flow-based algorithm for extended and topological
observables.

Summary.— Critical slowing down of sampling in lat-
tice gauge theories is an obstacle to precisely estimat-
ing quantities of physical interest as critical limits of the

Conventional 

approaches
}

} ML algorithm

Parameter of theory

HEP-inspired AI/ML can have broad impact

Theory case study: Lattice QCD


Numerical first-principles approach to non-
perturbative QCD calculations


• Hamiltonian/Hybrid Monte Carlo (1980s)


• QCDOC ➡ Blue Gene supercomputers (2000s)


• Symmetry-equivariant ML sampling (2020s)


Same potential for technology transfer of future  
HEP-driven advancements in AI/ML!

Long history of HEP driving innovation leading to interdisciplinary advances!

• Generative models used to accelerate 
provably-exact sampling of lattice QCD 
gauge fields


• Exponential acceleration in proof-of-
principle examples


2003.06413



HEP-inspired AI/ML can have broad impact

Theory case study: Lattice QCD


Numerical first-principles approach to non-
perturbative QCD calculations


• Hamiltonian/Hybrid Monte Carlo (1980s)


• QCDOC ➡ Blue Gene supercomputers (2000s)


• Symmetry-equivariant ML sampling (2020s)


Same potential for technology transfer of future  
HEP-driven advancements in AI/ML!

Long history of HEP driving innovation leading to interdisciplinary advances!

• Generative models used to accelerate 
provably-exact sampling of lattice QCD 
gauge fields


• Exponential acceleration in proof-of-
principle examples


• Requires custom model architectures 
with physics built in


• Example of successful partnership with 
industry
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What is needed to exploit AI/ML in HEP

• Workforce


• Advances are being driven by generation of young 
scientists trained at the physics/AI/ML intersection


• Industry positions are appealing after graduation


• Pipeline and long-term career prospects must be 
addressed


• Significant fraction of HEP AI/ML innovation is 
concentrated where there are junior researchers 
i.e., at universities 

Table of Contents Chapter 5 Preview 245

Arti!cial Intelligence
Index Report 2023
Arti!cial Intelligence
Index Report 2023 5.1 Postsecondary AI Education

Chapter 5: Education

Where do new AI PhDs choose to work following 
graduation? Mirroring trends reported in last year’s 
AI Index report, an increasingly large proportion of 
AI PhD graduates are heading to industry (Figures 
5.1.8 and 5.1.9). In 2011, for example, roughly the 
same percentage of graduates took jobs in industry 

(40.9%) as in academia (41.6%). However, as of 2021 
a signi!cantly larger proportion of students (65.4%) 
went to industry after graduation than to academia 
(28.2%). The amount of new AI PhDs entering 
government was 0.7% and has remained relatively 
unchanged in the last half-decade.
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Figure 5.1.8 Figure 5.1.9

1 The sums in Figure 5.1.9 do not add up to 100, as there is a subset of new AI PhDs each year who become self-employed, unemployed, or report an “other” employment status 
in the CRA survey. These students are not included in the chart.

Universities play, and will continue to play, a key role in AI/ML innovation
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What is needed to exploit AI/ML in HEP

• Computing resources


• Programs to develop and train talent at 
physics/AI/ML intersection are appearing, 
but without significant computing resources 
for exploration and innovation 


• Computing resources needed at all scales


• Significant opportunity inequality when 
institutional university resources are a critical 
component for progress

Deficiencies in current computing resources and allocation policies must be addressed

Postbaccalaureate Research Fellows
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• Transformational opportunities through both exploitation and “ground-up” ML/AI for HEP 
problems


• Demands support (people+hardware) for exploratory and developmental research at 
both universities and labs


• Must train, retain, and capitalise on junior talent at physics/AI intersection 
Collaborations with AI/ML “experts” external to physics community are necessary but not 
sufficient


• Need support for AI/ML pipelines in HPC resource  
planning at all scales

Summary
Capitalising on great potential for transformative impact on HEP  

requires targeted action


CompF Snowmass Report: 2210.05822  
CompF3 Snowmass Report: 2209.07559 


